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X-ray variability in accreting black hole systems 

X-ray light curve of Cyg X-1

X-ray light curve of NGC 5506

Most informations we have 
about AGN variability comes 
from nearby objects:

• Similarities between galactic 
BH and SMBH

• Similar temporal behavior, if 
rescaled by mass

• Power Density Spectrum 
dominated by red-noise
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X-ray variability: Power Density Spectrum
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Characteristic time-scales scale with black hole mass 
and accretion rate

>108 M 4×107 M 106 M

(courtesy of P. Uttley)

McHardy et al. 2006

AGNs

Cyg X-1
GRS 1915+105
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Characteristic time-scales scale inversely 
with accretion rate

For AGN with the same 
BH mass, PSD break 
time-scale appears to 
depend on luminosity

Markowitz & Uttley 2005

Uttley & McHardy 2005

Time-scale normalised by 
BH mass scales inversely 

with Lbol/LEdd
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Mass estimates from X-ray variability

Promising method to measure mass 
and accretion rates in multi-

epoch X-ray surveys.

• High frequency break seems to 
scale with BH mass and accretion 
rate

• Mass can be estimated from 
amplitude of high frequency region 
of the PSD.

• So far comparison with 
independent mass estimates show 
a good agreement (McHardy et al. 
2006, Nikolajuk et al. 2007)

• tB also correlates with large scale 
properties of the AGNs: Hβ 
FWHM

tB∝ MBH
α/Lbol

β 
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Black squares: NLS1, Crosses: BL Seyferts
(Turner et al. 1999)

Can use ‘excess-variance’ to estimate mass [e.g. O’Neill et al., Gierlinski et al. 2007]
but should take accretion rate into account!
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Can use ‘excess-variance’ to estimate mass [e.g. O’Neill et al., Gierlinski et al. 2007]
but should take accretion rate into account!

Variability in poor statistics data
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10 years of CDFS X-ray monitoring

The 4 Ms CDFS
dataset

Full movie at 
http://people.na.infn.it/
~paolillo/CDFS.html)

flickering of 
faint sources is 
due to noise
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4Ms CDFS 
lightcurves

(Chandra data)

Faint AGN detection 
d o e s d e p e n d o n 
variability: some are 
u n d e t e c t e d w i t h i n 
observing campaigns of 
just a few days! 

in 4Ms CDFS all missing 
2 M s A G N s s h o w 
evidence of variability, 
bringing them below the 
detection threshold.
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 10 years of CDFS monitoring

• The majority of AGNs possess significant (Δf/f>10%) intrinsic variability (>90% 
accounting for sensitivity limits)

• We detect variability over timescales ranging from days to 10 years
• The CDFS lightcurves are dominated by long-term  variability.
• 95% of the sources possess short term variability on < 2 days.
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• Variability from one Ms to the next in Chandra data can reach factors of a few! 

• In 4Ms Chandra CDFS missing 2Ms AGNs show evidence of variability, bringing 
them below the detection thresholds.
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Variability estimates: biasing
(Allevato et al. 2012)

• We developed a simulation code based on the Timmer & Koenig (1995) 
algorithm, accounting for different background and sampling (Allevato et al. 
2012).

• Simulated red-noise lightcurves with baseline as XMM-CDFS observations 
obtained in 2002/03.
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• Sparse and irregular sampling results in biased estimates and large uncertainties, but 
even continuous observations are actually inaccurate estimates of the intrinsic variance

• Individual lightcurves are useless 

• The good news are that the average quantities (repeated observations or large 
samples) are well behaved

1 1.5 2 2.5 3
β

0
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1
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Continuous sampling
Regular discontinuous sampling
Sparse sampling

Variability estimates: biasing
(Allevato et al. 2012)
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Evidence of steep PSD slopes

• Effect of sparse sampling may produce underestimates of the intrinsic variance 
by a factor of ≤2 for PDS with slopes shallower than -2, but up to one order 
of magnitude for steeper PDS .

• Recent Kepler and XMM results show that this could be the case for some 
AGNs (and for some radio loud objects).

(Mushotzky, R.F., et al. 2011. ApJL, 15, 6)               Gonzales-Martin & Vaughan (2012)KEPLER OBSERVATIONS OF AGN 5
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Figure 3. Optical PSDs and power law plus white noise fits for the 4 AGN
in selected quarters over temporal frequencies ⇠ 10-6.5 to 10-3.5 Hz. The
fits are shown in green, and the noise level in red. Source name, quarter, and
fitted power law slope (↵) are given in the upper right of each plot.

Table 2

Kepler AGN Observations

Source Name Quarter 103 cts s-1 err_dir err_ind ↵

Zw 229-15 Q4 12.1 0.047% 0.065% -3.05
Zw 229-15 Q6 12.0 0.051% 0.068% -3.31
Zw 229-15 Q7 12.9 0.046% 0.062% -3.14
Zw 229-15 Q8 10.4 0.052% 0.055% -2.96
KA 1925+50 Q6 4.2 0.071% 0.084% -2.60
KA 1925+50 Q7 3.8 0.065% 0.081% -2.75
KA 1925+50 Q8 4.1 0.075% 0.078% -2.67
KA 1858+48 Q6 2.1 0.117% 0.159% -2.87
KA 1858+48 Q7 1.3 0.128% 0.207% -2.97
KA 1904+37 Q7 5.8 0.071% 0.097% -2.74
KA 1904+37 Q8 5.5 0.080% 0.087% -2.95

Note. — Columns 1 and 2 give the source name and quarter, column 3 the
mean SAP_FLUX count rate in units of 103 cts s-1, and column 4 the ratio of
the mean quoted errors divided by the mean flux. Column 5 gives the error
rate derived from the PSD fits as discussed in Section 3.2. Column 6 gives
the fitted PSD slopes (↵) for each quarter.

(The quoted uncertainties are standard deviations of the dis-
tributions of the PSD slopes for different quarters.) Note that
without the red noise leak correction, the standard deviations
for these two sources would have been 0.58 and 0.22, respec-
tively, so our correction successfully reproduces similar PSD
slopes between the various quarters for each source. Since
PSD analyses are notoriously susceptible to analytical sys-
tematics (see e.g., Vaughan et al. 2003) and there is the pos-
sibility that currently unknown systematic errors could affect
these new Kepler data (see Sect. 2.2), the agreement in slope
from quarter to quarter provides a degree of confidence that
the observed steep slopes are accurate.

4. DISCUSSION

4.1. Comparison to Previous Results
4.1.1. Optical Data

Kepler light curves are of much higher quality and sampling
rate than previous data. For example: in the data used by Kel-
ley et al. (2009) the highest photometric quality is from the
MACHO survey of Geha et al. (2003) which has ⇠5% pho-
tometric errors and 600 good photometric measurements over
7.5 years, and thus samples at ⇠1 point every 4.5 days com-
pared to the 0.1% Kepler errors and 1 data point roughly every
30 minutes. Previous attempts to derive the PSD over a wide
range of timescales have had to combine the data from many
objects and several surveys (Hawkins 2002) or have relied on
relatively sparsely sampled data, from several different tele-
scopes (Breedt et al. 2010).

Previous results (e.g. Kelly et al 2009) tend to find best
fitting PSDs with slopes of ⇠ -1.8 for the collective sam-
ple, rather flatter than what we have found. Since the Ke-
pler PSDs cannot continue to very low frequencies with such
steep slopes without implying very large variability ampli-
tudes, there must be a break at timescales > 1 month, which
may make the Kepler PSDs consistent with previous work. It
is not surprising that the results of our observations are rather
different than what has been published previously—the other
observations could not see the effects we are detecting. While
there is a formal overlap in sampled timescales between our
Kepler and other data, the much larger error bars for the previ-
ous PSDs (e.g. Breedt et al. 2010,) at characteristic frequen-
cies above a few ⇥10-5 Hz makes comparison difficult. How-
ever, for at least one object, NGC 4051 (Breedt et al 2010),
the observed PSD in the 10-6– 10-8 Hz range is well deter-
mined and is flatter than our Kepler results for all of our ob-
jects. One possible explanation for the differences may lie in
the different luminosities or Eddington ratios of the objects,
since NGC 4051 is significantly less luminous and probably
less massive than the objects in our sample.

4.1.2. X-ray Data

Although the particular Seyfert 1s in our sample do not have
measured X-ray PSDs, many other Seyfert 1s have had X-
ray PSDs measured over these timescales. These are always
much flatter, typically having high frequency slopes of -1 to
-2 (Edelson & Nandra 1999, Uttley et al. 2002, Markowitz
et al. 2003). Thus our measurement of steep optical PSDs on
short timescales is somewhat surprising because it is so differ-
ent from that measured in the X-rays, and because Seyfert 1
optical and X-ray light curves appear to track well, at least on
longer timescales (Uttley et al. 2003).

4.2. Physical Implications for Accretion Disks

O. González-Martín and S. Vaughan: X-ray variability of 104 active galactic nuclei

Fig. 1. PSDs fits (continuous line) to Model A (left) and Model B (right) for the Mrk 335 data (ObsID 306870101) using the broad (0.2−10 keV)
energy band. The dashed lines shows the two components of the model: constant Poisson noise and the source PSD model (power-law, left; bending
power-law, right). The dot-dashed line shows the “global” 90% confidence limit use to flag QPO candidates. Appendix B shows the corresponding
figures for the complete sample.

highest discrepancies, as expected due to the high long-term
variability. NLSy1 show strong soft excesses interpreted as op-
tically thick material seen in reflection (Crummy et al. 2006)
or optically thin material seen in absorption (Gierliński & Done
2004). This soft-excess shows long-term variability (see Boller
et al. 1996, and references therein).

4.2. Power spectrum estimation

The PSD gives the distribution of variability power (amplitude
squared) as a function of the temporal frequency. The standard
method for estimating the PSD is by calculating the periodogram
(Priestley 1981; Percival & Walden 1993; Vaughan et al. 2003a).
Figure 1 shows the periodogram for Mrk 335. All the peri-
odograms of the sample are shown in the electronic edition of
the paper. We use the “(rms/mean)2” normalisation throughout
(see Vaughan et al. 2003a, and references therein).

The periodogram data were fitted using the maximum likeli-
hood method discussed in Vaughan (2010, hereinafter V10) and
Barret & Vaughan (2012). For a given parametric model P(ν; θ),
the best-fitting model parameters, θ, were found by maximizing
the likelihood function, which in practice was done by minimiz-
ing the following fit statistic

S = 2
N/2∑

j=1

{
I j

P j
+ log P j

}
. (1)

This is (twice) the minus log-likelihood, where I j and P j are the
observed periodogram and the model spectral density at Fourier
frequency ν j, respectively. Confidence intervals on each model
parameter were estimated by finding the set of parameter values
for which ∆S = S (θ) − S min ≤ 1.0, this corresponds to 68.3%
intervals (this closely parallels the ∆C method discussed by Cash
1979). See also Vaughan et al. (2005).

Following the previous work on the PSDs of AGN we used
two models:

– Model A: simple power law plus constant (denoted H0
by V10).

P(ν) = Nν−α +C. (2)

The model has three parameters: N, the power law normal-
ization; α, the spectral index; C, an additive constant to ac-
count for Poisson noise.

– Model B: a bending power law plus constant (denoted H1
by V10).

P(ν) = Nν−1


1 +
{
ν

νb

}α−1
−1

+C. (3)

The free parameters for this model are: the normalization N,
the spectral index above the bend α, the bend frequency νb,
and the constant C.

These XMM-Newton data are relatively insensitive to the ex-
act low frequency index, and we assume the typical value of 1
found from long-term X-ray monitoring studies (e.g. Uttley
et al. 2002; Markowitz et al. 2003; McHardy et al. 2004, 2006).
The lowest frequencies available with these XMM-Newton data
are ∼0.7−2.5× 10−5 Hz (set by the minimum and maximum du-
ration of continuous observations, 40 and ∼130 ks respectively).
The typical high frequency bend for a low mass Seyfert galaxy
occurs at around νb ∼ few 10−4 Hz, which implies only ∼10−40
Fourier frequencies below νb, usually insufficient to obtain a pre-
cisely constrained power law index.

Temporally close observations of the same objects were an-
alyzed together to better constrain the final parameters (the peri-
odograms were fitted simultaneously with all parameters except
C tried between the datasets). Note that we consider as tempo-
rally close observations those coming from the same observing
run according to the first 6 digits of the ObsID. The resulting
parameters are shown in Tables 2 and 3.

The likelihood ratio test (LRT) was used to select between
the two models. The simpler model (A) is preferred in the ab-
sence of a strong preference for the more complex model (B).
For reasons explained by Protassov et al. (2002) and Freeman
et al. (1999) the LRT is not well calibrated when when the null
values of the additional parameter of the more complex model
are not well defined, as is the case here (e.g. the null value for the
bend frequency in Model B is not well defined in this sense). An
accurate calibration of this test using posterior predictive checks
can be computationally expensive (see V10), so in this case we
used the standard LRT with a p < 0.01 significance threshold

A80, page 3 of 57
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Probing mass and accretion rate

νbf =0.029ηmEdd(MBH/10M⊙) 

Lbol = 1.3ηmEdd1039(MBH/M⊙) erg/s

Variability-LX relation can be used 
in principle to probe both accretion 
rate and BH mass

However we need high-quality, well 
sampled data

(also redshift change the effective 
sampled timescales and energy 
bands)

.
. Papadakis et al. 2008
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Variability evolution with redshift
Did BH accreted more in the past?
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Variability evolution with redshift
Did BH accreted more in the past?
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Variability evolution with redshift
Did BH accreted more in the past?
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data points. We therefore conclude that the apparent
is

var

for the objects in the original CAIXA sam-

in AGN. Therefore, the anti-correlation be-
FWHM that we observe, is almost cer-

relation. The right

Ponti et al. 2011 show that 
the assumption of a fixed 
PSD amplitude (Papadakis 
et al. 2004, 2008) does not 
yield satifactory fits to the 
CAIXA sample. 

They adopt a variable 
amplitude which counter-
balance the accretion rate 
dependence of the PSD 
break.

Modeling the variability
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Which model for CDFS sources?

Papadakis et al. (2008)                Ponti et al. (2011)
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The nearby AGN sample may not be 
representative of the bulk of the 
AGN population:

• the figure shows the distribution 
of MBH and Lbol for the XMM-
Newton Serendipitous Source 
Catalog (red circles, Vagnetti, 
Turriziani, Trevese 2011) derived 
from the catalogue by Shen et al 
(2011) (black dots)

• the relation by McHardy et al 
(2006) is based on a few AGNs 
with low masses and 
luminosities: it is uncertain that 
it can be applied to normal 
quasars of high MBH and Lbol

Extension to serendipitous surveys
[courtesy of F.Vagnetti]

(Vagnetti, Turriziani, Trevese 2011)
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Gonzales-Martin & Vaughan 
(2012) study 104 nearby AGN 
f r o m X M M - N e w t o n 
observations. They test different 
scenarios:

• Break timescale depends 
only on BH mass

• Break timescale depends 
only on BH mass and 
accretion rate.

The coefficient B is consistent 
with zero, i.e. weak or no 
dependence on accretion rate.

Further uncertainties....

O. González-Martín and S. Vaughan: X-ray variability of 104 active galactic nuclei

Fig. 5. Observed bend timescale versus the BH mass. The continuous
line is the best-fitting following Eq. (4). The dashed lines illustrate the
±1 dex region around this model. Circles represent NLSy1s, squares
represent Type-1 Seyferts, and the small green star is the Type-2 Seyfert.
The open symbols are data-points reported in the literature and filled
symbols are the data-points reported here. The Cygnus X-1 data are
shown as a red big star. A dotted line is used to link multiple frequency
bends for the same object.

In order to test how well these scaling relations work over
the full range of black hole masses we also show representa-
tives values for the BH-XRB Cygnus X-1 (red star in the fig-
ures)9. The Cygnus X-1 points were not included in the fitting,
yet are clearly consistent with an extrapolation to much lower
MBH, strongly supporting the reliability of such relations over
the full range of MBH. Indeed, fitting the two models including
the Cygnus X-1 data resulted in parameter estimates consistent
with those given above.

The main difference compared with the results obtained by
McHardy et al. (2006) is a weak dependence of Tb on Lbol
in the present analysis. This remains the case when the fit-
ting is repeated with or without the Cygnus X-1 data (B =
−0.27 ± 0.27), using a lower mass estimate for NGC 439510,
or using a weighted least squares regression (i.e. making use
of the confidence intervals on Tb). However, if we use smaller
black-hole masses for NGC 4395 ((log (MBH) = 4.5, see
Vaughan et al. 2005; Uttley & McHardy 2005) and NGC 5506

9 We used the black hole mass of MBH = 15 ± 1 M" recently presented
by Orosz et al. (2011). For the bolometric luminosity and characteristic
time scale we took the average of several estimates of the PSD bend
frequency from Axelsson et al. (2006) and bolometric flux from Wilms
et al. (2006) (using the data from their Model 5, Table 1 – see McHardy
et al. (2006) for justification of this choice of model). The observations
were chosen to be those with simultaneous bend frequency and bolo-
metric flux estimates. The luminosity Lbol was derived assuming a dis-
tance of D = 1.86 ± 0.12 kpc (Reid et al. 2011). The final bolometric
luminosity and frequency bend are Lbol = 2.26 ± 0.73 × 1037 erg s−1

and νb = 13.2 ± 6.0 Hz, respectively.
10 NGC 4395 is the object in our sample with the most “leverage” on
the regression model. It could have a lower black hole mass as discussed
by Vaughan et al. (2005) and Uttley & McHardy (2005) than the rever-
beration mapping mass of Peterson et al. (2005).

Fig. 6. Observed bend timescale against the predicted value based on the
best-fitting model following Eq. (5). Symbols are the same as explained
in Fig. 5.

Fig. 7. Ratio between the observed and predicted Tb values against
Eddington rate (Lbol/LEdd) using Eq. (4) (top) and Eq. (5) (bottom). The
continuous line shown in the top panel corresponds to the linear fit of
the data. Symbols are the same as explained in Fig. 5.

(log (MBH) = 6.5, see McHardy et al. 2006), and NGC 6860 is
removed11, the dependence with the Lbol found by McHardy
et al. (2006) is recovered (B = −0.70 ± 0.30, p = 0.01). Thus,
this weak dependence on Lbol could be due to either the fact that
our sample is more complete sample (more objects and new esti-
mates from the old bends) or due to uncertainties on the BH mass
and/or Lbol estimates. A bigger sample with better estimates on
the BH mass and Lbol is need to check the dependence on Lbol.

11 We tried to remove NGC 6860 because it is one of the drop-outs in
our correlation.
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Conclusions
• 10 years of Chandra monitoring confirm most results found in the 1 Ms dataset.

• Must account for variability to get a complete catalog on these long timescales.

• Variability may allow to trace BH mass and accretion rats. However:

• we need to account for observational bias to match observations to models, i.e. simulations or analytical recipes .

• the PSD behavior is still unclear even for nearby AGNs.  

• Complete homogeneous datasets are needed to compare nearby and distant AGN samples.

If you cannot read the conclusions, it 
means you’re tired and is time for BEER!
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Conclusions

• 10 years of Chandra monitoring confirm most results found in the 
1 Ms dataset.

• Must account for variability to get a complete catalog on these 
long timescales.

• Variability may allow to trace BH mass and accretion rats. 
However:

• we need to account for observational bias to match 
observations to models, i.e. simulations or analytical recipes .

• the PSD behavior is still unclear even for nearby AGNs.  

• Complete homogeneous datasets are needed to compare nearby 
and distant AGN samples.

martedì 11 settembre 12


